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Abstract

In this paper, we describe the CMU LTI team’s
participation in TAC KBP 2016 event nugget
track. This year, we extend our feature based
event detection and coreference systems to
process also Chinese documents. We also
conduct experiments using Neural Network
based models for English event nugget detec-
tion, which can enable us building models that
can be easily transfer to different languages.
Our feature based English Nugget Detection
and Coreference systems both rank number 2
among all the participants. The Chinese coun-
terpart ranks first in English Nugget Detection
and second in English Coreference.

1 Overview

The CMU LTI team participates in the event nugget
task of TAC-KBP 2016. The event nugget evaluation
task this year requires participants to perform end-
to-end event nugget detection and coreference. The
datasets are consisted of 3 languages (English, Chi-
nese and Spanish) on two genre of text documents
(News and discuss forum data). The CMU LTT team
submitted systems for English and Chinese.

We experiment with two types of nugget extrac-
tions systems: a neural network based event extrac-
tion system and a traditional Conditional Random
Field (CRF) based event extraction system which
is adopted from last year. For event coreference
systems, we mainly use the structured Latent Tree
method, which is also adopted from our TAC 2015
system. In addition, we train a SVM classifier for
realis detection. Our final submission is computed
via a pipelined version of the three stages.
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2 Datasets

The testing data of KBP 2016 contains two genre:
Forum and News data. The TAC 2015 Engish event
nugget training and test data contain both genre.
However, Rich ERE datasets released for Chinese
event nugget are all of forum genre. We augment
the Chinese data with the Chinese training data from
ACE 2005.

3 Event Nugget Detection

3.1 Preprocessing

For the feature based models, we run a set of NLP
annotators to help feature extraction. We run Stan-
ford CoreNLP pipeline on both Chinese and English
datasets to conduct tokenization, parsing, Named
Entity Recognition and Entity Coreference. We use
Semafor (Das and Smith, 2011) and Fanse (Tratz
and Hovy, 2011) parser to conduct semantic role la-
beling on English text. For Chinese, we run ZPar
(Zhang et al., 2013) to get character level syntatic
parse and use the semantic parsing module in Lan-
guage Technology Platform (Che et al., 2010) to get
semantic role labeling.

3.2 Conditional Random Field Models

We deploy a discriminativly CRF model to detect
mention span and event. The CRF model is trained
with the structured perceptron (Collins, 2002). Our
final system always make use of the average weight
variation as described in Collins (2002).

The feature set used in our English event nuggets
this year is similar to what we use in KBP 2015,
which are summarized as followed:



1. The target word itself and the direct dependent
words of the target.

2. Coarse Part-of-Speech (2-character), lemma,
lemma+pos and named entity tag of words in
the 2-word window of the target (both side).

3. The combination of previous and next word’s
POS and lemma with the target word’s POS and
lemma.

4. Brown clusters (Sun et al., 2011), WordNet
Synonym and derivative forms of the trigger.

5. Whether surrounding words match some se-
lected WordNet senses, these senses are
“Leader”, “Worker”, “Body Part”, “Mone-
tary System”, “Possession”, “Government”,
”Crime” and “’Pathological State”.

6. Closest named entity type.

7. Dependency features, including lemma, depen-
dency type and part-of-speech of the child de-
pendencies and head dependencies.

8. Semantic role related features includes the
frame name and the argument role, named en-
tity tag, argument head word lemma and Word-
Net sense (selected from the above list as well)
of the arguments.

To extend our system to handle Chinese doc-
uments, we develop similar features for Chinese.
Most of the features can be reused without changes
in the Chinese system, which includes: window
based features!, syntactic based features, entity fea-
tures, head word features and SRL features. We also
use the Brown clustering features with clusters in-
duced form Chinese Gigaword 3 2.

In addition, Chinese tokens normally contain in-
ternal structure and each single character in the to-
ken may convey useful semantic information. We
add the following character related features:

1. Whether the token contains a character.

"However since the discussion forum training data are quite
noisy, we restrict the POS window to 1 instead.

http://www.cs.brandeis.edu/~clp/
conlllb5st/dataset.html

2. The contained character and its character level
Part-of-Speech.

3. The first character of the token.
4. The last character of the token.

5. Base verb structure feature as described in (Li
et al., 2012): we use a feature to represent one
of the base verb structure. In addition to the
6 main structures proposed by Li et al. (2012),
we added 3 structures for completeness: 1) No
verb character found 2) The verb character is
found after 2 characters and 3) Other: any cases
that are not defined above.

3.3 A trick to deal with Chinese data

During the system development, we observe that our
Chinese system suffers from serious low recall de-
spite all the features we added in. By following the
training procedures, we hypothesize that the anno-
tated Chinese data is not complete (see §7.1 for more
discussion). As a result, our learning algorithm will
be biased by the missed events and learn incorrect
negative signals. The final model thus will be very
conservative in making predictions, leading to a low
recall.

The problem can only be solved by manually pol-
ishing the data, which is too expensive for us. We
mitigate the problem by ignoring all training sen-
tences that do not contain an event mention, which
reduce the probability of missed annotations. On our
development experiments, we found that this simple
trick can directly raise our nugget detection perfor-
mance by about 3%. The performance improvement
also support our hypothesis that the Chinese dataset
is indeed not fully annotated.

3.4 Neural Network Models

We also employ bidirectional Gated Recurrent Unit
(GRU) for event nugget detection. GRU (Cho et al.,
2014) is a type of recurrent neural networks (RNNs).
A standard RNN takes as input a word embedding
X; at time step ¢, and iteratively computes a hidden
state h; as follows:

hy = f(Wanxe + Wrphi—1 + by) (1)

where f is a nonlinear activation function such as the
element-wise logistic sigmoid function. It is known



that it is difficult for RNNs to learn long-term de-
pendencies mainly because the gradient can often
explode or vanish over long sequences (Bengio et
al., 1994). GRU is a RNN-based neural architecture
to mitigate the problem. GRU introduces a reset gate
r; to control the use of previous hidden state:

ry = J(W$Txt + Whrht—l) 2)

where o is the element-wise logistic sigmoid func-
tion. GRU uses an update gate z; computed by:

Z = U(szxt + thht—l) 3)
The hidden state h; is computed as follows:
hy=(1-2)0h_1+2 06 I~lt—l 4

where © is the element-wise product, and h; denotes
the candidate activation given by:

h; = o(Wapxy + Whp(ry © hy_q)) (5

As shown in (4), the update gate z; controls how
much information from the previous hidden state
carries over to the current hidden state. This helps
GRU to remember long-term information.

As compared to feature-based models such as
CREF described in Section 3.4, neural models have
an advantage that they are able to learn representa-
tions and tune parameters without relying on exter-
nal tools for feature extraction.

To initialize the word embeddings, we use 300-
dimensional pre-trained word embeddings® trained
on a 6B token corpus with GloVe (Pennington et al.,
2014). The embeddings are updated through back-
propagation during training. We train the model on
the ACE 2005 corpus* (Walker et al., 2006) and the
TAC KBP 2015 event nugget corpus® (Liu et al.,
2015b). The TAC KBP 2016 event nugget task de-
fines a smaller set of event types than ACE 2005 and
TAC KBP 2015. Thus, we only use event triggers
or nuggets in ACE 2005 and TAC KBP 2015 which
have event types compatible with the event ontology
for TAC KBP 2016. We set the dimention of the

http://nlp.stanford.edu/projects/glove/

*nttps://catalog.ldc.upenn.edu/
LDC2006T06

Shttp://www.nist.gov/tac/2015/KBP/Event/
index.html

hidden state to 500. We use Adam (Kingma and Ba,
2015) with the initial learning rate 0.001. To better
deal with unseen words that do not appear in train-
ing data, we use a technique suggested by (Yao et
al., 2013). That is, we choose a small number of
words that occur only once in the training dataset,
and mark them as <UNK>. The learned representa-
tion of <UNK> through training is used to represent
the unseen words. Similarly, we also mark num-
bers as <DIGIT> to learn a single representation for
numbers, following (Collobert et al., 2011).

4 Realis Classification

Our realis classification is the same as the system
described in (Liu et al., 2015a), which use a simple
logistic regression model with shallow lexical fea-
tures. Our in-house performance shows that such
simple approach can reach a performance between
60% to 70% (varies depends on the genre and lan-
guage of the document) given oracle mention span
and type. However, in our submission we have an
implementation problem which make our system al-
ways produce “Actual”. We conduct experiments af-
ter the evaluation, and obtain expected results by us-
ing the correct Realis module.

5 Event Hopper Coreference

Similar to last year, We use the latent antecedent
tree method (Fernandes et al., 2012; Bjorkelund
and Kuhn, 2014) to conduct coreference. The fea-
tures employed can be roughly classified into 3 cat-
egories:

Trigger match: exact and fuzzy match on the
trigger word, uses standard linguistic features (pos,
lemma, etc.) and resources like Brown Clustering
and WordNet. Information from mention type and
realis type are also used;

Argument match: exact and fuzzy match on the
arguments, including their string, argument role and
coreference information;

Discourse features: encodes sentence and men-
tion distances.

Forum features: To encode the information flow
in discuss forum data, we record whether the authors
of the sentences are the same, or whether the second
sentence quote the first one.



Algorithm 1 PA algorithm for latent trees Prec. | Recall | Fl1
Require: Training data D, number of iterations T Span | LTI1 69.82 | 39.54 | 50.49
Ensure: Weight vector w LTI2 | 63.31 | 30.34 | 41.09
L: ;U :tO L Td Type LTIl 61.69 | 3494 | 44.61
2: fort < 1.. o
- LTI2 . 26. .
3 for (M;, A;, A;) € D do ' 56.33 6.87 | 36.39
4 Lo ) Realis | LTIl 4578 | 2593 | 33.11
: ; = arg maxy4) score(y)
5 if ~Correct(;) then LTI2 43.19 | 20.60 | 27.90
6: gz = arg maxy(j) score(y) All LTI1 40.19 22.76 29.06
7: A = O(j;) — D(3;) LTI2 | 3859 | 1841 | 24.92
8: T = A
9: W — UUAJ_ A Table 1: Performance on English Nugget Detection
" return w

We train the Latent Tree model with a passive-
aggressive algorithm(Crammer et al., 2006) similar
to that of Bjorkelund and Kuhn (2014). Our im-
plementation is slightly difference in the Passive-
Aggressive step. Our algorithm is detailed in al-
gorithm 1, where: A represent the set of possi-
ble antecedents on the left; A represent the set of
antecedents that are allowed by the gold standard
coreference; P is the feature function over the tree; ¢
represent the best decoding given current features; g
represent the current best decoding among the cor-
rect coreference structure, i.e., the latent tree. The
algorithm iterativly update the weight vector in a
Passive-Aggressive manner. During implementa-
tion, we found that the PA algorithm is important
for the algorithm to converge well.

The feature set we selected can be applied to both
Chinese and English. To migrate our English system
to Chinese, we simply replace some NLP annotators
with the Chinese counterpart as discussed above.

6 System Performance

In this section we present our official performance
on the Event Nugget tasks:

Both our English and Chinese event detection
and coreference systems produce competitive re-
sults. Our Chinese system is the first place based
on all the event nugget attributes. Our English sys-
tem is the second in mention type detection®. To our
surprise, our English nugget detection performance
drops about 13% (span and type) comparing to last
year. However, our relative ranking is almost un-
changed. We leave the investigation of the problem

®Due to the Realis component bug our combined ranking
drops.

B3 CeafE| MUC | BLANC Aver.
LTIl | 35.06 | 30.45] 24.60 | 18.70 | 27.23
LTI2 | 28.89| 27.13] 16.85| 15.09 | 21.99

Table 2: Performance on English Nugget Coreference

to future work. Since the event coreference compo-
nent and coreference evaluation relies highly on the
performance of nugget detection, we also observe a
big drop in coreference peroformance comparing to
last year.

7 Discussion and Conclusion

In this paper we describe CMU LTI’s participation in
TAC KBP 2016 event track. Our feature based sys-
tem perform pretty well on English (second place)
and Chinese (first place) nugget detection. However,
there are still some potential problems to be solved.

7.1 Chinese Data Annotation

We hypothesize that the Chinese datasets are not
fully annotated. We take a closer look in the data
and found a number of missed event nuggets. Here
we list a couple examples:

(6) i%‘jé?%]?]E@%Hﬂ[Personnel.Elect ]i}_-\ié]'—?
%&[Pcrsonncl.Elcct ﬁ'_ﬁ?":‘é]ﬂ !

@) = %ﬁ%g%gﬁ‘%:/\f[TransfcrOwncrship i\_g]%
"

() MEHITENRUDS, EHFFZEIRTT LITISES
%H‘? %/I\J(%ﬁ/?ﬁﬂu[C()nﬂict.AtlackTT]—Fﬂ%r
B S A T I

In the above examples, we show several event
nuggets. However, mentions annotated in red are
not actually annotated in the Rich ERE datasets. Es-
pecially, in example 6, the first £ %% is annotated



Prec. Recall | F1
Span | LTII 56.46 | 39.55 | 46.52
LTI3 56.19 | 35.35 | 434
Type LTI1 50.72 | 35.53 | 41.79
LTI3 49.7 31.26 | 38.38
Realis | LTI1 42.7 29.92 | 35.18
LTI3 43.11 | 27.12 | 33.29
All LTIl 38.91 | 27.26 | 32.06
LTI3 38.54 | 24.25 | 29.77

Table 3: Performance on Chinese Nugget Detection

B3 CeafE| MUC | BLANC Aver.
LTIl | 35.06| 30.45| 24.60 | 18.70 | 27.23
LTI3 | 28.89| 27.13| 16.85] 15.09 | 21.99

Table 4: Performance on Chinese Nugget Coreference

but the second one is not. Such inconsistencies hap-
pen a lot across the dataset. When training with such
data, the classifier will likely to be quite conservative
on making event nugget predictions. We conduct a
very simple quantitative analysis by comparing the
ACE 2005 Chinese annotation against the Rich ERE
Chinese annotation. Table 5 and Table 6 summarize
the top 5 double-character tokens annotated in ACE
and RichERE. For the most popular event mentions,
Rich ERE annotated only a smaller percentage com-
paring to ACE.

In addition, we find that the most popular event
nuggets are mostly single character in the Rich ERE
datasets, such as 11(170), 1i(148), ZE(131), 7%(118)
. In fact, in top 20 most popular event nuggets of
Rich ERE, there are 17 single-character nuggets, this
number is only 6 in ACE. These single character
tokens are more ambiguous comparing to a double
character mention (for example, 7] can represent the
action of “calling someone” or attacking someone”,
which corresponds to very different event type. This
is because language in discuss forum posts are nor-
mally not formal. This actually challenges our event
nugget systems to deal with deeper semantic prob-
lems.

7.2 Neural Modeling for Event Detection

The GRU model described in Section 3.4 has several
limitations. First, in this work we employed a vanilla
implementation of GRU. Recent studies make use of
a new kind of features for modeling events and im-

Token | Annotated Total %

Mz | 100 119 84.03%
Vilm] | 64 90 71.11%
=15 |53 59 89.83%
YETS | 46 50 92.00%
AIfE | 44 52 84.62%

Table 5: Top 5 double character mentions in ACE

Token | Annotated Total %

mFE | 96 223 43.05%
W |24 33 72.73%
x| 22 40 55.00%
ANz |18 22 81.82%
BR |17 33 51.52%

Table 6: Top 5 double character mentions in ERE

plement them using extra dimensions of word em-
beddings. One of the most promising features is sen-
tential features (Nguyen and Grishman, 2015; Chen
et al., 2015; Ghaeini et al., 2016). Second, we sim-
ply used pre-trained word embeddings in the model
initialization, but instead we can create word embed-
dings which might be more suitable to the task of
event nugget detection, by training them on a corpus
similar to the TAC KBP corpus. This is a technique
recently used by Liu et al. (2016) and Feng et al.
(2016) in event detection for ACE 2005. Third, more
rigorous hyperparameter tuning is desired. In partic-
ular, we did not use dropout (Hinton et al., 2012) in
this work, and it would alleviate the issue of overfit-
ting, leading to better generalization.

7.3 Towards Unsupervised Methods

Another major limitation of our current systems is
that we relies highly on annotated dataset. How-
ever, creating high quality event nugget and coref-
erence dataset is very expensive, especially on dif-
ferent languages. Furthermore, the datasets are nor-
mally small in size and are narrow in terms of the
event types. Recently there are researches on unsu-
pervised event discovery (Huang et al., 2016; Peng
et al., 2016). This line of work will be fruitful to in-
vestigate. It will be more interesting if we can inject
human preferences into the event discovery process.
However, how to evaluate the found event mentions
will be an inevitable problem to solve.
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